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Abstract

Purpose – Fuel demand forecast is a fundamental tool to guide private planning actions and public policies aim to guarantee energy supply. This paper aims to evaluate different forecasting methods to project the consumption of light fuels in Brazil (fuel used by vehicles with internal combustion engine).

Design/methodology/approach – Eight different methods were implemented, besides of ensemble learning technics that combine the different models. The evaluation was carried out based on the forecast error for a forecast horizon of 3, 6 and 12 months.

Findings – The statistical tests performed indicated the superiority of the evaluated models compared to a naive forecasting method. As the forecast horizon increase, the heterogeneity between the accuracy of the models becomes evident and the classification by performance becomes easier. Furthermore, for 12 months forecast, it was found methods that outperform, with statistical significance, the SARIMA method, that is widely used. Even with an unprecedented event, such as the COVID-19 crisis, the results proved to be robust.

Practical implications – Some regulation instruments in Brazilian fuel market requires the forecast of light fuel consumption to better deal with supply and environment issues. In that context, the level of accuracy reached allows the use of these models as tools to assist public and private agents that operate in this market.

Originality/value – The study seeks to fill a gap in the literature on the Brazilian light fuel market. In addition, the methodological strategy adopted assesses projection models from different areas of knowledge using a robust evaluation procedure.

Keywords Co-integration, Forecasting, Time series analysis, Biofuels, Econometric, Demand forecasting, Autoregressive, Neural networks, Fuzzy-logic model, Demand-side management, Gasoline, Liquid fuels, Fuel demand, Forecasting methods, Time series, Machine learning, Forecast evaluation

Paper type Research paper

1. Introduction

The management of energy demand has become a mandatory issue for public and private agents working in this area, aiming to plan the need for future resources, promote environmental conservation measures, optimize the use of energy sources, assist on
decision-making and ensure regularity of supply (Suganthi and Samuel, 2012). In this context, the use of quantitative models has become recurrent to improve the forecasts associated with this market and is being consolidated as a fundamental tool to meet the aforementioned objectives.

Among the various sources of energy, liquid fuels used in spark-ignited vehicles (light fuels or Otto cycle [1] fuels) are highlighted, which are mostly used to meet the needs of private transportation around the globe. In Brazil, as it will be detailed in the following topics, the liquid fuels sector has undergone technological, economic and regulatory changes that have significantly altered its functioning. These changes have made the Brazilian light fuel market a unique case in the world and have substantially increased its complexity. Several factors that are difficult to predict started to influence the formation of fuel prices, the dynamics of domestic production, the behavior of consumption and, consequently, the guarantee of internal supply. In addition, in 2020, the health crisis caused by the COVID-19 pandemic generated consequences and uncertainties at a global level that affected several markets, with no previous event that would allow the evaluation, in advance, of the effects caused by the viral pandemic.

Therefore, the present study seeks to evaluate different methods for making predictions about the consumption of light fuels in Brazil. The analysis recognizes the need to anticipate the behavior of demand, considered as one of the main elements associated with greater predictability to the fuel market. The study seeks to answer questions such as: what is the best method to forecast the consumption of light fuels in the country? Is the performance of the models satisfactory for use as a decision-making support tool for public and private agents? Even when an unpredictable event like COVID-19 crisis becomes a fact, is there quantitative models that outperform the accuracy of a naïve method or another alternative method? To answer these questions, the performance of the most common models in the literature on the subject will be evaluated: SARIMA (SAR) and ARIMA with binary variables for seasonality (AR.Bin), vector error correction model (VECM), univariate and multivariate artificial neural networks (ANN and MANN), support vector machine (SVM), hybrid neural fuzzy inference system (HyFIS), random forest (RF) and, finally, combined models (ensemble learning).

As in other nations, the proposed assessment is justified by offering grounds to expand the guarantee of domestic supply. Specifically for the Brazilian market, the results also provide useful information for achieving various public policy standards and measures associated with the future behavior of demand for fuels. Finally, the proposed study seeks to fill a gap in the literature on the Brazilian market. This is because great part of the papers available on the theme did not address consumption forecast. In fact, these studies aimed to understand the effect of prices, income, and other economic variables on the behavior of demand for hydrous ethanol, gasoline or natural gas (NGV).

2. Brazilian light fuel market

The Brazilian light fuel market has peculiarities derived from technological, productive, and institutional complexity that affect, on the one hand, consumption decisions and, on the other, the dynamics of production and supply. Regarding technology, the introduction of flex-fuel vehicles in early 2003 gave the Brazilian consumer the opportunity to decide between ethanol and gasoline or any mixture of both products at each filling. This change affected the dynamics of price formation and, consequently, of the country’s consumption of fuels by making the demand for individual fuels more elastic (Freitas and Kaneko, 2011). In 2020, the light fleet with flex-fuel engines represented 80.1% of automobiles and 41.1% of motorcycles in circulation in the country (UNICA-Brazilian Sugarcane Industry Association, 2020). Unlike other countries where gasoline is the main fuel, in the Brazilian market the
configuration established by the flex-fuel fleet requires that the demand for light fuels incorporate the aggregate consumption of gasoline, hydrous ethanol and natural gas or NGV (Rodrigues and Bacchi, 2017).

In the productive sphere, since sugarcane is the raw material for Brazilian ethanol, fuel production is subject to climatic conditions and to the fundamentals observed in the sugar market. International cycles and fluctuations in the sweetener’s value affect domestic production decisions, since most sugar plants may, albeit in a restricted way, choose to use this material shared for one or another product (Drabik et al., 2015). In the internal supply of gasoline, Petrobrás [2] has a near-monopoly of the activity, being responsible for more than 90% of the domestic production of the product. This condition allows the oil company to define the domestic prices regardless of market conditions. In the institutional sphere, from 2008 to 2016 there was constant government intervention in the oil sector aiming at inflation control. The main policies were the freezing of domestic gasoline prices and the exemption from federal taxes levied on the oil products (Rodrigues and Bacchi, 2016). After being immersed in an fiscal crisis, as of 2015 the federal government began to tax fuels again to contain the public deficit. At the same time, Petrobras’s pricing policy was changed, and the price of gasoline began to be adjusted periodically after the company underwent major financial losses (Rodrigues and Rodrigues, 2018).

In this context, the dimensioning of domestic consumption of fuels becomes essential for the management of resources both by the public sector (need for inspection, infrastructure for the flow of production, etc.), and by the private sector, to define the increase in production capacity, decision of the plants’ production strategy, dimensioning of investments in logistics by distributors, among others. In fact, this complexity of the national market has stimulated countless studies on the subject. Specifically in the case of demand, most studies conducted aimed at assessing gasoline, hydrous ethanol, or NGV consumption behavior individually in the face of changes in economic variables. This is the case of those elaborated by Cardoso et al. (2019), Santos et al. (2018), Isabella et al. (2017), Gomez and Legey (2015), Barros et al. (2014), Du and Carriquiry (2013), Salvo and Huse (2013), Santos (2013), Freitas and Kaneko (2011), Pacini and Silveira (2011), Alves and Bueno (2003), Burnquist and Bacchi (2002), among others. Among the authors who assessed the total demand for light fuels in Brazil (gasoline, hydrous ethanol and NGV together) are those developed by Rodrigues and Bacchi (2017), Costa et al. (2017), Figueira et al. (2014) and Rodrigues and Bacchi (2016).

All the aforementioned papers focused on the estimation of demand equations, identifying the price and income elasticities for fuel consumption. There are just a few works whose main objective was use quantitative methods to forecast fuel consumption in Brazil (Castro, 2012; Santiago et al., 2011; Zanini et al., 2001; Figueira et al., 2010).

In general, the studies carried out for the Brazilian market are limited to the following aspects: they are essentially concentrated on the use of traditional time series methods, like ARIMA and Vector Autoregression models; they did not evaluate models to forecast the consumption of light fuels - most studies aim to verify the fit of the model in the training data and the significance of the elasticities; they did not dynamically test several methods in the same database and with the same error metric.

In fact, despite the small number of studies focused on the fuel consumption forecast in the national market, there are numerous studies proposing the forecast of the demand for energy in the international literature, especially for electricity. That said, when reviewing these works, the following techniques were most frequently identified: Fuzzy Logic models (Chang et al., 2011; Kucukali and Baris, 2010; Padmakumari et al., 1999; Pai, 2006), SVM (Ahmad et al., 2014; Che and Wang, 2014; Chen et al., 2017; Debnath and Moursheed, 2018; Fan et al., 2008; Garcia Nieto et al., 2018; Hong, 2009) and RF (Dudek, 2015; Ibarra-Berastegi et al., 2015; Lahouar and
Ben Hadj Slama, 2015; Kane et al., 2014). Although little explored to forecast fuel consumption, the ANN models (Ebrahimpour et al., 2011; Kavaklioglu et al., 2009; Kandanarnond, 2011; Khashei and Bijari, 2010; Ringwood et al., 2001; Sözen et al., 2005) have been recurrently adopted to forecast the demand for different energy sources and other applications. Other methods applied to forecasting the demand and production of different energy sources can be consulted in Deb et al. (2017), Debnath and Mourshed (2018) and Suganthi and Samuel (2012).

3. Methodology

3.1 Data source and pre-treatment

The database used to represent the total demand for light fuels is composed by the sum of the consumption of gasoline, hydrous ethanol and NGV, converted into liters of equivalent gasoline. According to the model proposed by Rodrigues and Bacchi (2017), this conversion is necessary to consider the distinct efficiency of each fuel in the demand composition. Therefore, the consumption of light fuels \( C_t \) will be given by equation (1):

\[
C_t = \sum_{i=1}^{3} C_{it} \times R_{ei}
\]

where \( C_{it} \) representing the amount consumed of each fuel \( i = \{ \text{hydrous ethanol}, \text{gasoline}, \text{NGV} \} \) in month \( t \); \( R_{ei} \) is the coefficient of energy equivalence for the conversion into equivalent liters of gasoline (0.70 in case of hydrous ethanol, 1.23 for NGV and 1.00 for gasoline).

The monthly data on gasoline and hydrous ethanol consumption were obtained from information by the Brazilian Agency of Petroleum, Natural Gas, and Biofuels (ANP-National Agency of Petroleum, Natural Gas and Biofuels, 2021a). Additionally, the amount of natural gas commercialized in the country was compiled by the Brazilian Association of Piped Gas Distributing Companies (ABEGAS-Brazilian Association of Pipeline Gas Distribution Companies, 2021). The historical consumption data, which are available between January 2002 and April 2021, can be viewed in Figure 1. The sharp drop observed between March 2020 and May 2020 is due the beginning of COVID-19 pandemic and the implementation of mobility restriction measures by the Brazilian government. When these months were used
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**Figure 1.** Consumption of hydrous ethanol, gasoline and NGV in liters of equivalent gasoline monthly from January 2002 to April 2021.
as part of the training set for the models, the authors used binary variables as outlier control method, to avoid a distortion in the estimation process.

For multivariate forecast models, two other series were forecast together with the Otto cycle consumption. The first consists of the GDP per capita estimated from the monthly GDP released by the Central Bank of Brazil (BACEN-Central Bank of Brazil, 2021) and the resident population by the Brazilian Institute of Geography and Statistics (IBGE-Brazilian Institute of Geography and Statistics, 2021). The second, in its turn, refers to the average price of light fuels to the final consumer (ANP-National Agency of Petroleum, Natural Gas and Biofuels, 2021a).

3.2 Forecast models evaluated

3.2.1 Seasonal autoregressive integrated moving average model. SARIMA model \((p, d, q) (P, D, Q)\) (SAR) aims at explaining a stationary time series through the past values of the series itself and the model errors (Box et al., 2008).

The estimated model can be represented according to equation (2):

\[
\Delta^D(\Delta^d N_t) = \phi_0 + \sum_{i=1}^{p} \phi_i \Delta^D(\Delta^d N_{t-i}) + \sum_{i=1}^{q} \theta_i e_{t-i} + \sum_{j=1}^{P} \Phi_j \Delta^D(\Delta^d N_{t-f \times j}) + \sum_{j=1}^{Q} \Theta_j e_{t-f \times j} + e_t, \quad t = 1, \ldots, n
\]

(2)

where \(\Delta^d\) and \(\Delta^D\) are the difference operator of order \(d\) and \(D\), respectively, \(\phi_0\) is the intercept of the stationary series and \(\phi_i, \theta_i, \Phi_j\) and \(\Theta_j\) are coefficients that multiply the autoregressive terms and the moving averages, \(f\) is the series frequency that characterizes its seasonality (for a monthly series \(f = 12\)), and \(e_t\) is a normally distributed error with zero mean and variance \(\sigma^2_e\).

Along with the traditional approach, which uses the series and errors lags to incorporate seasonality effects, this study proposes an alternative approach using binary regressors to control seasonality (AR.Bin). Thus, the model starts being represented by equation (3):

\[
\Delta^D(\Delta^d N_t) = \phi_0 + \sum_{i=1}^{p} \phi_i \Delta^D(\Delta^d N_{t-i}) + \sum_{i=1}^{q} \theta_i e_{t-i} + \sum_{m=1}^{f-1} \beta_m b_m + e_t, \quad t = 1, \ldots, n
\]

(3)

where \(b_m\) is a binary variable representing one month \(m\) and \(\beta_m\) is the coefficient representing the differential effect of this month related to the basal month. The seasonality effect on the reference month is given by \(\phi_0\), while for any \(m = 1, \ldots, f - 1\) this effect will be \(\phi_0 + \beta_m\).

To determine the number of autoregressive components and moving averages, the autocorrelation and partial autocorrelation functions were evaluated. The order of integration of the series was determined from the Kwiatkowski–Phillips–Schmidt–Shin (Kwiatkowski et al., 1992) and Dickey-Fuller with Generalized Least Squares (Elliott et al., 1996) tests for a unit root. The Dickey-Pantula test (Dickey and Pantula, 1987) was implemented to check for the presence of two roots and the presence of seasonal unit root
was evaluated according to the procedure described by Osbom et al. (1988). The final selection was based on the Akaike Information Criterion (AIC). The Ljung-Box test for autocorrelation, the Lagrange Multiplier test for autoregressive conditional heteroscedastic (ARCH-LM) test for heteroscedasticity, and the Jarque–Bera (Bueno, 2018) and Shapiro–Wilk (Shapiro and Wilk, 1965) tests for normality were implemented in the verification of the models.

### 3.2.3 Artificial neural networks

ANN can be represented by a network of oriented links that are interconnected at certain points called nodes or neurons (Haykin, 2001). Let the parameters vector of the model given by \( \omega = \left\{ \left\{ \omega_{k}^{L} \right\}_{k=1}^{L} \right\}_{L=1}^{L}, \{Y_{t}, x_{t}\}_{t=1}^{n} \), a set of known data where \( Y_{t} \) is vector \( m \)-varied of the optimal response to a vector \( p \)-varied of input \( x_{t} \). The estimated value of \( \omega \) is given by equation (5):

\[
\omega = \arg\min_{\omega} \left\{ \frac{1}{m} \sum_{j=1}^{m} \sum_{t=1}^{n} \left( Y_{tj} - f_{j}^{L}(\omega, x_{t}) \right)^{2} \right\}
\]  

(5)

where \( f_{j}^{L}(\omega, x_{t}) = \left\{ f_{j}^{L}(\omega, x_{t}) \right\}_{j=1}^{m} \) are nonlinear mappings of \( x_{t} \rightarrow Y_{t} \) resulting in layer \( L \), called the ANN output layer. In the present study \( L = 3 \) and the number of neurons in the output layer is equal to the number of endogenous variables \( m \) in the model. To optimize
the function, the Broyden–Fletcher–Goldfarb–Shanno algorithm was used because it presents better performance in smaller dimension problems (Haykin, 2001).

Two ANN structures were estimated. The first is a univariate model \((m = 1)\) with Otto cycle fuel consumption as the output variable and \(p\) autoregressive terms as input variables. The second is a multivariate model \((m = 3)\) that jointly forecasts the Otto cycle consumption, the average fuel price and GDP per capita through \(p\) autoregressive terms for each of these variables as an input vector.

3.2.4 Support vector machines. SVM is a non-parametric model capable of estimating nonlinear relations from an input vector to an output variable, using the so-called kernel trick (Hastie et al., 2009). It consists of applying a nonlinear transformation \(\{\{\varphi_j(x_t)\}_{j=1}^{m_1}\}_{i=1}^{n_1}\) on the input variables \(\{\{x_{ti}\}_{i=1}^{m_0}\}_{i=1}^{n}\), so as the dimension increases from \(m_0\) to \(m_1\). The objective of the method is to transform a nonlinear relation of \(x_t \rightarrow Y_t\) in a linear relation of \(\varphi(x_t) \rightarrow Y_t\). It is necessary to estimate the vector of weights \(\omega\) that allows the construction of a hyperplane \(L(Y_t, \hat{f} (\omega, x_t)) = 0\), so as \(\hat{f} (\omega, x_t) = \omega^T \varphi(x_t) = \sum_{j=0}^{m_1} w_j \varphi_j(x_t)\). The estimate of coefficients vector takes place indirectly, from the resolution of the problem of optimization given by equation (6):

\[
\begin{align*}
\max_{\alpha, \alpha'} Q(\alpha, \alpha') &= \sum_{i=1}^{n} Y_t (\alpha_i - \alpha_i') - \varepsilon \sum_{i=1}^{n} (\alpha_i - \alpha_i') - \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} (\alpha_i - \alpha_i') (\alpha_j - \alpha_j') K(x_i, x_j) \\
\sum_{i=1}^{n} (\alpha_i - \alpha_i') &= 0 \\
0 &\leq \alpha_i \leq \varepsilon, \ i = 1, 2, \ldots, n \\
0 &\leq \alpha_i \leq \varepsilon, \ i = 1, 2, \ldots, n
\end{align*}
\]

In equation (6) \(K(x_i, x_j) = \varphi^T(x_i)\varphi(x_j) = \sum_{j=0}^{m_1} \varphi_j(x_i) \varphi_j(x_j)\) is called kernel function. In practice, to estimate an SVM it is not necessary to know the function \(\varphi(x)\), only the kernel function and that it is in accordance with Mercer’s theorem (Haykin, 2001). All input vectors \(x\), whose \((\alpha_i, \alpha_i') \neq 0\) are called support vectors. In fact, these observations are the ones that define the estimated hyperplane since the optimal weight vector will be given by \(\omega = \sum_{i=1}^{n} (\alpha_i - \alpha_i') \varphi(x_i)\) and the forecast value for an input \(x_h\) will be

\[Y_h = \sum_{i=1}^{n} (\alpha_i - \alpha_i') K(x_h, x_i)\]

3.2.5 Hybrid neural fuzzy inference system. The fuzzy controls are ways to establish relations among linguistic variables from modeling of rules connecting a condition (If) and a consequence (Then). The systems mixing the fuzzy systems and the neural networks paradigms can be called “neural fuzzy” (Jang et al., 1997). This study implemented the method – HyFIS (Kim and Kasabov, 1999). The step of rules learning was performed using the procedure proposed by Wang and Mendel (1992).

3.2.6 Random forest. Random Forest model uses decision trees to make forecasts of \(y_t\), in function of an input vector \(x_t\). In this case, several regression trees are estimated, and the
final forecast of the algorithm is given by the average of trees forecasts (Breiman, 2001; Hastie et al., 2009). If a regression tree set \( \{ T_b \}_{b=1}^B \) will be estimated to map the relation \( x \rightarrow Y \), then the algorithm performs the following steps:

- Obtain a random subsample of size \( n_b \) from the training sample.
- Generating a regression tree \( T_b \) with the simulated sample and, using the stop criterion that each terminal node reaches the minimum size \( n_{\text{min}}^b \), or the variation of the training sample residual sum of squares is below a tolerance limit.
- The remaining observations on the terminal nodes are used in the forecast of an individually tree given by \( T(x, \Theta_b) \). Where \( \Theta_b \) represents the variables selected, the optimal division points and the observations in each terminal node.
- The forecast value for an input vector \( x \) is given by \( \hat{f} = \frac{1}{B} \sum_{b=1}^B T(x, \Theta_b) \).

Knowing that there is a set of \( S \) possible divisions for the nodes of a tree \( T_b \), the selection of the optimal node break point was made according to the algorithm CART for decision trees (Breiman et al., 1984).

3.2.7 Ensemble learning models. The ensemble learning models aim at combining the results of different algorithms to reduce forecast error variance and to increase its accuracy. The most usual form is based on the linear combination of forecasts according to equations (7) and (8):

\[
\hat{y} = \hat{Y}W
\]  

\[
\sum_j w_j = 1
\]

where \( \hat{y} \) is a combined forecast vector with dimension \( T \times 1 \), \( \hat{Y} \) is a matrix \( T \times J \) containing the forecasts of the \( J \) different algorithms for \( T \) periods and \( W \) is the dimension vector \( J \times 1 \) which contains the weights \( w_j \) for the linear combination of forecasts.

The study results proposing a combination of forecasts have been unanimous, favoring the improvement of forecast accuracy (Clemen, 1989; Hyndman and Athanasopoulos, 2018). Two forms of combination of predictions were evaluated from an empirical point of view. The first estimates the weights by means of restricted least squares (RLS) imposing that the sum of the weights is equal to one. In the second method, a simple average (AVG) of the predictions of the different models is taken as the final projection of the data.

3.3 Determination of hyperparameters and evaluation metrics

3.3.1 Determination of hyperparameters of the models. The determination of the set of hyperparameters was obtained by minimizing the estimate of the generalization error or forecast error (Hastie et al., 2009). The procedures described below, which determine the hyperparameters of the models, did not use data after February 2020, when the measures to restrict mobility caused by the COVID-19 health crisis began. The noise contained in the data, caused by this event, should not affect the choice of hyperparameters, which represent a structural component of the models and are decisive for their ability of generalization.

For linear models, a simple way to assess the generalization capacity is to compare the AIC (Hastie et al., 2009; Hyndman and Athanasopoulos, 2018) after estimating the models with all available data. These are the cases of the SARIMA and VECM methods. For non-linear models, the cross-validation process was used. Cross-validation involving time series
is different from problems involving panel data due to the series autoregressive dynamics (Bergmeir et al., 2018). In the present study the procedure was structured as follows:

- A set of parameters $\Theta_i$ is initially selected for the model.
- An initial cut is performed in the series of consumption of the Otto cycle, with only the data from January 2002 to December 2011 remaining, that is, 120 observations of a total of 218. The selection of this cut point is explained by the change of trend in the series that was observed from 2013 onwards.
- This subseries is used to estimate the models and obtained the $h$ step ahead forecasts ($\hat{Y}$), and the forecast error vector is calculated and stored.
- A new observation is added to the training base and step 3 is repeated.
- Steps 3 and 4 are repeated until the $h$-step ahead forecast has as its last forecast period the last observation known of the series. The root mean square error (RMSE) is calculated for the model with parameters $\Theta_i$ according to equation (9):

$$RMSE_i = \sqrt{\frac{1}{(81-h)h} \sum_{j=1}^{(81-h)h} (Y_j - \hat{Y}_j)^2} \tag{9}$$

Obtaining the forecast errors of the subseries, it was possible to estimate RMSE as metrics of the model generalization error, and to select the set of hyperparameter with better performance.

3.3.2 Evaluation metrics and statistical tests for comparing algorithms. After defining the hyperparameters, one can proceed to compare the different forecasting methods. An interactive process was conducted to generate a robust estimate of the accuracy of the models. The following steps were performed:

- An initial cut is made in the Otto cycle consumption series leaving only the data from January 2002 to December 2011.
- This subseries is used to estimate the models and carry out the $h$-step ahead forecast. The RMSE is calculated, according to equation (12), and stored as a measure of accuracy in the period. In this case, each cutoff period has an RMSE value for the $h$-step ahead forecast.
- A new observation is added to the training base and step 3 is repeated.

Step 3 is repeated until the $h$-step ahead forecast has the last known observation of the data as the last predicted period. Thus, a series with the RMSE is obtained for each point in time and for each model. In this study, two nonparametric tests were implemented (Shingala, 2016). Friedman’s test was performed to check for a difference between the average ranking of an algorithm $i$, given by $\bar{r}_i$, and the average performance of all models $\bar{r}$. The test hypotheses were shown on equation (10):

$$H_0 : \bar{r}_i = \bar{r}, \text{there is no difference in the ranking of methods in general}$$

$$H_A : \bar{r}_i \neq \bar{r}, \text{there is a difference in the ranking of methods in general} \tag{10}$$

If Friedman’s test rejects $H_0$, Nemenyi test can be performed to compare the pairs of methods. In this case, these are compared pair-to-pair through its average ranking. equation (11) shows the null hypotheses and test alternatives
The execution of multiple tests for pairwise comparison of multiple methods leads to the inflation of type I error. To avoid this issue, the Bonferroni control method (Shingala, 2016; Demsar, 2006) was performed. A naive forecasting method was introduced between the models to verify the superiority of the methods in relation to a model with low cost of implementation. In this case, the months of the last year will be used as a forecast for a subsequent year.

The RMSE was used as a criterion for ranking the models. However, the Mean Absolute Percentage Error (MAPE) will be displayed for each point in time (that is, for the $h$-step ahead forecast from that date), calculated according to equation (13), to facilitate the interpretation of results by excluding the dimensional issue in errors. Additionally, the maximum Percentage Error (PE) considering the $h$ step ahead forecast horizon is also presented (equation (14)):

\[
RMSE_t = \sqrt{\frac{1}{h} \sum_{j=1}^{h} (Y_j - \hat{Y}_j)^2}
\]

\[
MAPE_t = \frac{100\%}{h} \sum_{j=1}^{h} \frac{|Y_j - \hat{Y}_j|}{Y_j}
\]

\[
maxPE_t = 100\% \max_{j=1}^{h} \left\{ \frac{|Y_j - \hat{Y}_j|}{Y_j}\right\}
\]

### 4. Results and discussion

#### 4.1 Selected hyperparameters
Table 1 shows the results of the selection of hyperparameters. Models whose parameters are chosen according to the forecast horizon show a break for 3, 6 and 12 months.

The use of non-seasonally adjusted series in the ANN, multi ANN, SVM, HyFIS and RF models comprises the alternative with the smaller forecast error. The additional diagnostic tests performed for the SARIMA, ARIMA with binary variables and VECM models indicate good adherence of the models to the data, except for the normality tests of the residues. Despite the results of the normality tests, it is worth noting that they are highly sensitive to the presence of outliers and, in such cases, tend to reject the hypothesis of normally distributed data with ease (Coin, 2008). Thus, these approaches were also considered in the model comparison procedures.

#### 4.2 Accuracy evaluation and model comparison
At first, the comparison with the combined models was disregarded to choose the algorithms with superior individual performances. The Friedman test rejects the null hypothesis. Therefore, it indicates that there is difference in the ranking of methods in
<table>
<thead>
<tr>
<th>Model</th>
<th>Treatment of seasonality</th>
<th>Data pre-processing</th>
<th>Optimal hyperparameters</th>
<th>Hyperparameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sarima</td>
<td>Seasonal autoregressive terms</td>
<td>Logarithm</td>
<td>( p = 2, d = 1, q = 3 )</td>
<td>Number of autoregressive terms (( p )), moving average (( q )), integration order (( d )), number of seasonal autoregressive terms (( P )), seasonal moving average (( Q )) and seasonal integration order (( D )).</td>
</tr>
<tr>
<td>Arima w/ Binaries</td>
<td>Binary variables</td>
<td>Logarithm</td>
<td>( p = 2, d = 1, q = 3 )</td>
<td>Number of autoregressive terms (( p )), moving average (( q )), integration order (( d )).</td>
</tr>
<tr>
<td>VECM</td>
<td>Binary variables</td>
<td>Logarithm</td>
<td>( p = 5, r = 1 )</td>
<td>Number of autoregressive terms (( p )) and cointegration vectors (( r )).</td>
</tr>
<tr>
<td>ANN</td>
<td>Moving Averages</td>
<td>Standardization by mean and standard deviation</td>
<td>( p = 4, k_1 = 1, k_2 = 2 )</td>
<td>Number of autoregressive terms (( p )) of the endogenous variables, i.e, Otto cycle consumption, average price of light fuels and GDP per capita, number of neurons in the first and second hidden layer (( k_1, k_2 )).</td>
</tr>
<tr>
<td>VECM</td>
<td>Moving Averages</td>
<td>Standardization by mean and standard deviation</td>
<td>( p = 3, r = 0, C = 6 ), kernel=gaussian</td>
<td>Number of autoregressive terms (( p )), error tolerance threshold (( \epsilon )), constant C and the kernel function for input space transformation.</td>
</tr>
<tr>
<td>SVM</td>
<td>Moving Averages</td>
<td>Standardization by mean and standard deviation</td>
<td>( p = 3, L = 22 )</td>
<td>Number of autoregressive terms (( p )), number of labels that define the input and output speech universe (( L )).</td>
</tr>
<tr>
<td>HyFIS</td>
<td>Moving Averages</td>
<td>Standardization by mean and standard deviation</td>
<td>( p = 3, L = 16 )</td>
<td>Number of autoregressive terms (( p )), number of trees (( B )), number of explanatory variables used by a tree (( m )) and the minimum size of a terminal node (( n_{min} )).</td>
</tr>
<tr>
<td>RandomForest</td>
<td>Moving Averages</td>
<td>No transformation</td>
<td>( p = 6, B = 100, m = 5, ) &amp; ( n_{min} = 4 )</td>
<td>Number of autoregressive terms (( p )), number of trees (( B )), number of explanatory variables used by a tree (( m )) and the minimum size of a terminal node (( n_{min} )).</td>
</tr>
</tbody>
</table>

Table 1. Hyperparameters selected from cross-validation procedures and information criteria.
general. The results of the Nemenyi test and the average ranking for each method, in its turn, are presented in Figure 2. The best algorithm identified by this procedure was SVM, followed by RF and AR.Bin for the 12 and 6 months forecast. Only in the case of the 3-month horizon did the latter exceed SVM’s performance. However, it is not possible to affirm that the first 5 best ranked models have a statistically lower performance than SVM in the 12-month forecast. The same is valid for the forecast of 6 and 3 months ahead. The confidence interval of the test is represented in Figure 2 by the gray area.

The performances of the best-ranked methods were statistically superior to the naive model. This fact suggests greater robustness of these procedures, in contrast to the higher computational cost necessary to implement them. Although all data were considered in statistical tests, the error metrics are presented discriminating the period before and after the first wave of COVID-19 contamination. The metrics, for both periods, are presented in Table A1 in the Appendix and it show the mean and standard deviation of the MAPE of the forecast, the MAPE average of the training sample, the maximum and minimum MAPE value and the maximum percentage error of each model considering all periods used in the validation.

Table A1 end up reflecting the results obtained in the Nemenyi test. SVM and AR.Bin lead with the best accuracy. It is possible to notice that when considering all periods of validation or, only the period before COVID-19 first wave, the longer forecast horizon implies an increase in the average MAPE of the models, in general, which have greater accuracy in the 3-month forecast, followed by the 6- and then 12-month forecast. In addition, this increase in the forecast horizon does not lead to generalized degradation of the forecasting capacity of the methods and, on the other hand, allows to discriminate them more precisely. Consequently, there is a greater heterogeneity of rankings and MAPE in the 12-month forecast. The SAR and VECM models are no longer part of the significant region of Nemenyi test. Therefore, there is a strong indication that the SVM showed to be superior to these traditional time series methods for the data used. The performance of the VEC

![Figure 2. Result and confidence interval of the Nemenyi test for forecast 12, 6 and 3 months ahead.](image-url)
depreciates considerably after the start of the COVID-19 pandemic. The forecast error of the explanatory variables (price and income), which is carried over to fuel consumption forecast, is an innate consequence of multivariate models, which reduce their accuracy.

Looking only at the period prior to the start of COVID-19 contamination, all forecast horizons have model options with an average MAPE below 3%. Except for MANN for 12 months forecast, apparently no method has an overfitting problem, since the training and validation errors do not differ significantly. In order to assess the stability of the forecast error, one can analyze the MAPE standard deviation and the maximum MAPE and percentage error within a point in time. Before COVID-19 first wave, the SVM, whose performance ranking was the best among all methods in the 12 and 6 months forecast, also obtained a low standard deviation of MAPE considering all horizons. Considering the 3 and 6 months forecast horizons, in which the AR.Bin model obtained the smallest average MAPE, the maximum percentage error of this model was 12.4% and the maximum MAPE was 6.1% and 5.7%, respectively. On the other hand, the SVM model, whose average MAPE is not as low as AR.Bin, has a more stable performance when looked by those metrics.

Observing the period after the beginning of the first wave of COVID-19 contamination in Brazil, it is possible to notice a general worsening in the performance of the models for the forecasts that incorporate into their horizon the months after March 2020. The stability of the models also had a negative impact particularly in the early months of the pandemic, as the training data set did not have any information about this scenario. However, while increasing the forecast horizon impaired prediction accuracy, increasing the number of forecasted months reduces the weight of the initial months in the calculation of the MAPE, which showed a greater detachment of forecasts in relation to the value actually observed. For this reason, the mean and standard deviation of the MAPE are lower for a 12-month forecast. SVM and AR.Bin continue to present the lowest MAPE among the estimated individual models. SVM also presents the most stable performance in all forecast horizons.

After analyzing the individual methods, the joint learning models were implemented considering the top two methods with the lowest MAPE in each forecast horizon, these being SVM and RF for 12 months and AR.Bin and SVM for 3- and 6-months.

4.3 Results of the ensemble learning models
The Nemenyi test were reevaluated including the combined methods. Figure 3 presents the result of the Nemenyi test.

Accuracy metrics previously mentioned, in the individual models, can also be checked in the Table A1 in the Appendix for the combined models. The combination using the mean of the forecasts generates a MAPE as good as the combination based on the inference of the weights using the least squares method. Although the combined models have lower forecasting errors and ranking for the 3 and 6 months forecast, the performed tests do not reject the null hypothesis that their accuracy is as good as that generated by the individual methods. For 12-month forecast horizon the combined models outperformed the MAPE of SVM only in periods before COVID-19.

Finally, considering only the period after the beginning of the COVID-19 crisis, the Nemenyi test does not allow us to state that there is a difference between the models and the naive method for forecasts of 3 and 6 months. However, if considering the 12-month horizon in which the accuracy heterogeneity is more evident, it is possible to conclude that only the SVM and the RLS combined model are statistically superior to the naive method when performing predictions for this period (Figure 4). Still, the traditionally used SAR and VECM models now occupy the last positions in the performance ranking in this period.
Figure 3. Result and confidence interval of the Nemenyi test for forecast 12, 6 and 3 months ahead including the ensemble learning models.

Figure 4. Result and confidence interval of the Nemenyi test for forecast 12 months ahead whose predicted horizon contains months from March 2020.
4.4 General evaluation of results and considerations on the application of the models

In general terms, in the period prior to the beginning of the COVID-19 pandemic, model forecasts for three months of consumption showed an average MAPE below 2.3%, with maximum variations (Max MAPE) below 6%. These values indicate that the structure developed can be useful for commercial and logistical planning carried out routinely by agents of the private sector, in the dimensioning of their operations in the short term. In the case of fuel supply contracts, for example, the negotiations cover permitted variations of up to 5% in the withdrawal of the volume initially contracted.

Short-term projections can be used by the public sector in the process of monitoring domestic light fuel supply. This activity is carried out periodically by the Supply Monitoring Committee, coordinated by the Ministry of Mines and Energy. This committee was created by Resolution No. 14/2017 of the National Energy Policy Council (CNPE-National Energy Policy Council, 2017) and, among other aspects, aims to monitor the conditions of supply and demand for light fuels, in addition to discussing strategies to ensure adequate supply of the light fuels. In the case of annual forecast, the results obtained show options for models with an average MAPE below 3%. These parameters also reveal the possibility of using the evaluated models in the coordination and planning of agents operating in this sector.

To cite an example, the projection of light fuel consumption for 12 months is one of the parameters to be evaluated by agents in the process of contracting anhydrous ethanol. This is because ANP Resolution No. 67/2011 (ANP-National Agency of Petroleum, Natural Gas and Biofuels, 2011) established incentives for the advance contracting of the supply of this biofuel between producers and distributors. Currently, the minimum volume to be contracted is defined based on the consumption of gasoline observed in the previous year. Still in the regulatory sphere, the approval of Law No. 13,576 of December 2017 and the institution of the National Biofuels Policy in Brazil (RenovaBio [3]) started to require regular forecasts for the definition of the ten-year goals of reducing the carbon intensity of the Brazilian fuel matrix (CRBIO-RenovaBio Commitment, 2020; CNPE-National Energy Policy Council, 2020). This definition is annually approved after a wide public consultation process. Among the parameters used in that definition, there is the consumption of light fuels in the country. Thus, the tools developed here can also be useful for the calibration of the decarbonization goals mentioned above.

Even for the post-COVID period, despite the lower accuracy of the models, the results proved to be relevant to support decision-making by public and private agents. During this period of greater uncertainty and continuous changes, the estimated models maintained a greater performance compared to the naive model and outperformed even traditional models of time series. In 2020, for example, the National Agency for Petroleum, Natural Gas and Biofuels promoted an exceptional reduction of 16% (ANP-National Agency of Petroleum, Natural Gas and Biofuels, 2020) in the requirements for contracting anhydrous ethanol, governed by the aforementioned resolution, due to the expected drop in fuel demand. Also, the National Energy Policy Council, through CNPE Resolution No. 08/2020 (CNPE-National Energy Policy Council, 2020), also promoted a reduction of 50% in the decarbonization targets of RenovaBio, due, among other aspects, to the perspective of reducing consumption resulting from the effects of the pandemic. In both situations, the models estimated here could have been used to support the mentioned decisions, since the initially projected drop that justified these measures proved to be overestimated (ANP-National Agency of Petroleum, Natural Gas and Biofuels, 2021b).
5. Conclusions

The present study compared different methods for predicting the consumption of Otto cycle fuels in Brazil. The cross-validation procedure allowed estimate the generalization error of the models and the average MAPE obtained was less than 3% in all forecast horizons for periods before COVID-19 crisis and, even after this event, the results proved to be robust, and the superior performance of some models still hold. When all validation data were considered, the most part of the methods proved to be significantly superior to the naive forecasting model.

In addition, for the 12-month forecast whose accuracy heterogeneity is more evident, the SVM and the combined RLS method were found to be statistically superior to SARIMA and VECM. This fact is relevant given the wide use of these methods, which makes it an interesting benchmarking for forecasting. Furthermore, the longer the horizon to forecast, the more relevant becomes the execution of a robust comparison process between the models, since the difference in performance between them intensifies.

Thus, it is possible to conclude that, despite the technological, market, and institutional changes observed in the Brazilian light fuel sector in the last 10 years, the forecast models evaluated indicate that it is possible to make forecasts for the consumption of light fuels with a satisfactory level of accuracy. Total consumption forecast for light fuels is useful for private agents in the definition of operational and investment actions related to the production, distribution, transport, and resale of fuels in the country. In the case of the public sector, the models implemented can be used in the dimensioning of resources to adjust domestic production capacity, as well as the logistical infrastructure necessary to supply the demand for transport. In addition, in the Brazilian case, consumption forecast is critical for the more efficient operation of marketing rules and established public policies.

Finally, the analysis conducted here does not cover all the need for further studies related to the topic. Models for carrying out regional forecasts and forecasting the individual demand for each fuel are important for a deeper understanding of the topic. New assessments should also take place when more data is available for the post-COVID-19 period, as the analysis conducted here incorporated only fourteen observations from that period. The limited number of observations does not allow an assertive conclusion about possible changes in consumption patterns promoted by changes in the dynamics of mobility introduced by the global health crisis.

Notes

1. The term “Otto cycle” refers to the thermodynamic cycle associated with the operation of internal combustion engines with spark ignition.

2. The company Petróleo Brasileiro SA (Petrobrás) is a Brazilian mixed capital company whose majority shareholder is the federal government.

3. The program aims to establish emission targets for fuel distributors in view of the level of pollution related to each fuel.
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## Table A1.
Summary of accuracy metrics of methods for forecasting 12, 6 and 3 months ahead.

<table>
<thead>
<tr>
<th>Model</th>
<th>All period</th>
<th>Before COVID-19 first wave*</th>
<th>After COVID-19 first wave**</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Average</td>
<td>MAPE (Training)</td>
<td>Average MAPE</td>
</tr>
<tr>
<td></td>
<td>Average</td>
<td>standard deviation</td>
<td>Max MAPE</td>
</tr>
<tr>
<td></td>
<td>MAPE</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Max</td>
<td>Min</td>
<td>Max</td>
</tr>
<tr>
<td></td>
<td>EP</td>
<td>MAPE</td>
<td>MAPE</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SVM</td>
<td>3.66</td>
<td>2.80 (2)</td>
<td>2.12</td>
</tr>
<tr>
<td>RLS</td>
<td>3.68</td>
<td>2.85 (4)</td>
<td>2.10</td>
</tr>
<tr>
<td>AVG</td>
<td>3.70</td>
<td>2.78 (1)</td>
<td>2.33</td>
</tr>
<tr>
<td>RF</td>
<td>3.79</td>
<td>2.82 (3)</td>
<td>2.62</td>
</tr>
<tr>
<td>AR.Bin</td>
<td>4.02</td>
<td>3.00 (5)</td>
<td>2.04</td>
</tr>
<tr>
<td>ANN</td>
<td>4.15</td>
<td>3.19 (7)</td>
<td>2.20</td>
</tr>
<tr>
<td>HYFIS</td>
<td>4.18</td>
<td>3.19 (8)</td>
<td>2.96</td>
</tr>
<tr>
<td>VECM</td>
<td>4.19</td>
<td>3.65 (6)</td>
<td>1.99</td>
</tr>
<tr>
<td>SAR</td>
<td>4.59</td>
<td>3.34 (9)</td>
<td>2.16</td>
</tr>
<tr>
<td>Naive</td>
<td>5.33</td>
<td>4.46 (10)</td>
<td>–</td>
</tr>
<tr>
<td>MANN</td>
<td>5.48</td>
<td>4.65 (11)</td>
<td>2.34</td>
</tr>
<tr>
<td>AVG</td>
<td>3.51</td>
<td>2.38 (1)</td>
<td>1.94</td>
</tr>
<tr>
<td>RLS</td>
<td>3.58</td>
<td>2.39 (2)</td>
<td>1.94</td>
</tr>
<tr>
<td>AR.Bin</td>
<td>3.68</td>
<td>2.49 (3)</td>
<td>2.05</td>
</tr>
<tr>
<td>SVM</td>
<td>3.71</td>
<td>2.50 (4)</td>
<td>2.12</td>
</tr>
<tr>
<td>ANN</td>
<td>3.88</td>
<td>2.58 (6)</td>
<td>2.20</td>
</tr>
<tr>
<td>RF</td>
<td>3.89</td>
<td>2.58 (7)</td>
<td>2.62</td>
</tr>
<tr>
<td>HYFIS</td>
<td>4.00</td>
<td>2.74 (9)</td>
<td>2.62</td>
</tr>
<tr>
<td>SAR</td>
<td>4.01</td>
<td>2.56 (5)</td>
<td>2.16</td>
</tr>
<tr>
<td>VECM</td>
<td>4.04</td>
<td>2.59 (8)</td>
<td>1.99</td>
</tr>
<tr>
<td>MANN</td>
<td>4.40</td>
<td>3.00 (10)</td>
<td>3.26</td>
</tr>
<tr>
<td>Naive</td>
<td>5.37</td>
<td>4.54 (11)</td>
<td>–</td>
</tr>
<tr>
<td>RLS</td>
<td>3.17</td>
<td>2.19 (1)</td>
<td>1.95</td>
</tr>
<tr>
<td>AVG</td>
<td>3.12</td>
<td>2.19 (2)</td>
<td>1.95</td>
</tr>
</tbody>
</table>

(continued)
<table>
<thead>
<tr>
<th>Model</th>
<th>Average MAPE</th>
<th>Average MAPE***</th>
<th>Average MAPE standard deviation</th>
<th>Max MAPE</th>
<th>Min MAPE</th>
<th>Max EP</th>
<th>Average MAPE*** (Training)</th>
<th>Max MAPE</th>
<th>Min MAPE</th>
<th>Max EP</th>
<th>Average MAPE</th>
<th>Standard deviation</th>
<th>Max MAPE</th>
<th>Min MAPE</th>
<th>Max EP</th>
</tr>
</thead>
<tbody>
<tr>
<td>HYFIS</td>
<td>3.71</td>
<td>2.53 (9)</td>
<td>2.62</td>
<td>1.14</td>
<td>5.45</td>
<td>0.70</td>
<td>9.46</td>
<td>11.77</td>
<td>9.46</td>
<td>5.45</td>
<td>3.68</td>
<td>8.80</td>
<td>32.59</td>
<td>3.05</td>
<td>42.92</td>
</tr>
<tr>
<td>MANN</td>
<td>4.74</td>
<td>2.92 (10)</td>
<td>3.31</td>
<td>1.56</td>
<td>9.20</td>
<td>0.79</td>
<td>20.34</td>
<td>17.15</td>
<td>11.89</td>
<td>3.48</td>
<td>11.80</td>
<td>11.50</td>
<td>36.49</td>
<td>1.55</td>
<td>53.48</td>
</tr>
<tr>
<td>Naive</td>
<td>5.41</td>
<td>4.55 (11)</td>
<td>–</td>
<td>2.20</td>
<td>9.54</td>
<td>0.33</td>
<td>13.23</td>
<td>11.27</td>
<td>9.13</td>
<td>2.22</td>
<td>9.13</td>
<td>28.80</td>
<td>22.00</td>
<td>40.78</td>
<td></td>
</tr>
</tbody>
</table>

**Notes:** *Accuracy metrics were calculated with data between January 2002 and February 2020. **Accuracy measures were calculated using all time points whose predicted horizon contains months from March 2020. ***Number in parentheses indicates the ranking of the model by Average MAPE value.